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Abstract

A common pre-possessing task in machine learning is to complete missing data entries in
order to form a full dataset. Known techniques provide simple solutions to this problem
by replacing the missing data entries with the mean or median value calculated for the
known data of the same measurement or type. Alternatively, missing entries may be replaced
by random values that are drawn from a distribution that fits to the known data values.
More sophisticated methods use regression to complete missing data. For a given column
with missing values, the column is regressed against other columns for which the values are
known. In case the dimension of the input data is high, it is often the case that the data
columns lay on a low-dimensional space. Constriction of low-dimensional embedding of the
subset of the complete data produces a loyal representation of it. This new representation
can now be used to construct regression or regression-type models for imputing the missing
values. In previous work [1], we proposed a two-step algorithm for data completion. The first
step utilizes a non-linear manifold learning technique, named diffusion maps [2], for reducing
the dimension of the data. This method faithfully embeds complex data while preserving
its geometric structure. The second step is the Laplacian pyramids [3] multi-scale method,
which is applied for regression. Laplacian pyramids construct kernels of decreasing scales to
capture finer modes of the data and the scale is automatically fit to the data density and
noise. In this work, we improve the previous method by considering the dual geometry of the
dataset. We construct a model that learns the geometry of the rows and of the columns of
the full subset alternately. Experimental results demonstrate the efficiency of our approach
on a publicly available dataset.
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